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ABSTRACT 

 
MCNP is a code extensively used to simulate experiments involving transport of radiation using the Monte Carlo 

method. This code allows the study of different geometries, materials, and radiation types (e.g. gamma, neutron, 

and electron), enabling the building of approximate models before the experimental implementation. The 

objective of this study is to develop an optimal geometry for the calculation of the mass attenuation coefficient 

for different materials using the MCNP code. Two measurement geometries were tested with different radiation 

energies, and the best results were obtained using a single lead collimator on the detector and virtual collimation 

of the source. The considered geometries were isotropic source with lead collimators for source and detector, 

and a single lead collimator on the detector and virtual collimation of the source. The second case was proposed 

as a replacement for the computationally time expensive simulation of the first geometry case. The energies 

59 keV, 81 keV, 356 keV, and 662 keV were used to model the main gamma emissions from 241Am, 133Ba, and 

137Cs radiation sources, respectively. The investigated materials for the target sample were, NaI for the detector, 

aluminum, water, and artificial seawater (3.5% NaCl). The values of mass attenuation coefficients obtained 

from the simulations were compared with the NIST XCOM Database ones for validation of the geometries. 
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 INTRODUCTION 

 

Nuclear techniques are applied in different areas of industry, medicine, and environmental 

control. It is advantageous to make use of these techniques for they are non-invasive and offer a 

variety of analysis methods for each problem. With the advance of computational tools, in addition 

to experimental techniques, we may approach the solution of a problem using simulation tools. For 

that purpose, the interaction of radiation with materials, with different composition and densities, can 

be simulated with the Monte Carlo N-Particle (MCNP) code, and the simulation results can be used 

to calculate the mass attenuation coefficient of those materials. 

1.1.  MCNP 

Monte Carlo N-Particle is a code developed based upon the statistical Monte Carlo method, the 

MCNP simulates the transport of radiation and particles, neutrons, photons, and electrons, and the 

processes of interaction of radiation with matter. The applications are in several areas that use nuclear 

techniques, such as radiological protection, medical physics, nuclear safety and criticality, analysis, 

and design of detectors, among others [1]. 

The code simulates events by accessing its various libraries consisting of photon / electron / 

neutron cross sections for many atoms. Physical processes that can be simulated with MCNP are 

coherent and incoherent scattering, fluorescence emission after photoelectric absorption and 

absorption in the production of pairs. Due to its versatility, MCNP allows the user to develop the 

model of an experiment and change the parameters to reach the ideal model desired [2]. 

1.2. Mass attenuation coefficient 

In the nuclear engineering context, the attenuation coefficient, represented by the letter 𝜇, is a 

measure of the attenuation of a particle beam’s intensity passing through a slab of material. Denser 

materials scatter/absorb more particles, thus yielding higher attenuation coefficients. To remove the 

dependence on density, the coefficient is usually divided by the density value, which results in the 

mass attenuation coefficient 𝜇𝑚 = 𝜇/𝜌. The calculation of the mass attenuation coefficient can be 

obtained using the Beer-Lambert’s equation, given in Eq. 1. To validate the mass attenuation 
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coefficient values calculated from MCNP results, the XCOM database, available online at the 

National Institute of Standards and Technology (NIST) site [3], was used. 

 In XCOM database, it is possible to obtain photon cross section data for a single element, 

compound, or mixture (a combination of elements and compounds) for energies between 1 keV and 

100 GeV [3], therefore it is frequently used to calculate total attenuation coefficients. 

 

𝐼 = 𝐼0 𝑒−𝜇𝑥 (1) 

 

where 𝐼0 and 𝐼 are respectively the incident beam and beam passing through the material, 𝜇 the total 

attenuation coefficient and x the thickness of the absorber material. For the equation to be used, the 

source must be monoenergetic and with a monodirectional beam. For this work, different geometries 

were evaluated in order to, later on, reproduce it in an experiment using low activity sources. The 

energy of the source, thickness of the sample, and the use of collimators in the source and in the 

detector were considered. 

 MATERIALS AND METHODS 

 

2.1. Study of the geometry 

To evaluate which geometry would be more adequate, two models were developed. In the first 

case, both the source and the detector were collimated with lead pieces with the same aperture 

diameter (4 mm) and the thickness (40 mm), with an isotropic source model. For the second case, 

only the detector was collimated with the lead piece, while the emission direction of source was 

restricted by a cone centered around the source-detector axis, creating a virtual collimation. A 

schematic of the first case is shown in Fig. 1, containing a sealed radioactive source, two lead 

collimators, a 1 cm-thick sample, and a 1.5"-diameter NaI(Tl) scintillation detector with aluminum 

enclosure. 

All geometry measures were chosen to match available equipment in our laboratory. In future 

works, very thin plastic cups will be used as containers for liquid samples, and 3D printed PLA 

support for solids. In either case, the support should not interfere with the source beam. Thus, the 

support can be omitted from the simulations. 
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Figure 1: Developed geometry for first case. 

 

 

 

2.2. MCNP parameters 

The tally chosen was F8, corresponding to the pulse height distribution (PHD) providing the 

energy deposition in the chosen cell (the NaI(Tl) cylinder). From the resulting PHD, the height of the 

peak located at the same energy as the simulated source corresponds to the attenuated beam intensity 

𝐼. An additional simulation was performed without sample to obtain the incident beam intensity 𝐼0. 

Those values were used calculate the mass attenuation coefficient for each type of material. Four 

source energies were used from the main gamma emissions of the radioactive isotopes 241Am 

(59 keV), 133Ba (81 keV and 356 keV), and 137Cs (662 keV). 108 events (photons) were generated for 

each simulation. Considering each geometry, material, and source energy, a total of 32 simulations 

were performed sequentially on PC with a Pentium G4560 3.50 GHz processor and 12 GB RAM. 
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2.3. Materials and Methods 

The characteristics of the chosen materials were obtained in the compendium of materials [4], 

whose values and composition are shown in Table 1. The materials were chosen because their 

densities are different at the decimal level, starting with an element: aluminum; a known compound: 

water; and finally, a mixture: artificial seawater, represented by the mixture of water with its largest 

saline component, sodium chloride. For artificial seawater, the amount of salts is 3.5%, representing 

the totality of salts dissolved in seawater (Salinity 35, equivalent to 35 g of salts dissolved in 1 L of 

seawater) [5]. 

 

Table 1:  Materials investigated in this study 

 

Material Composition Formula Density 

(g/cm3) 

Element Aluminum Al 2.698900  

Compound Water H2O 0.998207 

Mixture 
Artificial 

seawater 
H2O + salts 1.023343 

 

 

 RESULTS AND DISCUSSION 

 

The results obtained for the three materials (Al, H2O, H2O+salts) and the first geometry, using 

source and detector collimators are shown in Tables 2, 3 and 4. For each case, the mass attenuation 

coefficient was calculated. To compare the values with the reference values from XCOM, the relative 

error (Eq. 2) was used, 

 

Relative error (%) = 100 |
𝜇𝑠𝑖𝑚 − 𝜇𝑋𝐶𝑂𝑀

𝜇𝑋𝐶𝑂𝑀
| (2) 
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where 𝜇𝑠𝑖𝑚 and 𝜇𝑋𝐶𝑂𝑀 are the mass attenuation coefficients obtained through simulation and the 

XCOM database, respectively. The relative propagated error 𝜎𝜇𝑠𝑖𝑚/𝜇𝑠𝑖𝑚 (RPE) was also calculated 

for each case. 

Comparing with the values from XCOM, most values are close to the reference ones (RE <

10%) but not precise (𝜎𝜇𝑠𝑖𝑚/𝜇𝑠𝑖𝑚 ≳ 10%). In this case, the statistics are poor due to the very low 

number of photons reaching the detector per emitted photon, which is in the order 𝒪(10−5). At least 

half the photons are generated towards the opposite direction of the detector, and the other half is 

mostly absorbed by the source collimator. The total simulation time was 3h 10min, showing this 

geometry is only adequate for a crude estimation of the mass attenuation coefficients. 

 

Table 2: Mass attenuation coefficients for Al with isotropic source and both collimators 

 

Source Energy 

(keV) 

I0 I 𝝁𝒔𝒊𝒎 

(cm²/g) 

𝝁𝑿𝑪𝑶𝑴 

(cm²/g) 

Relative 

error 

𝝈𝝁𝒔𝒊𝒎

𝝁𝒔𝒊𝒎
 

Time 

(min) 

Am 59 2676 1271 0.27586 0.28080 1.8% 5% 10.1 

Ba-1 81 4131 2492 0.18727 0.19960 6.2% 5% 10.2 

Ba-2 356 1057 824 0.09227 0.09730 5.2% 19% 12.4 

Cs 662 408 329 0.07974 0.07466 6.8% 34% 13.6 

 

 

Table 3: Mass attenuation coefficients for H2O with isotropic source and both collimators 

 

Source Energy 

(keV) 

I0 I 𝝁𝒔𝒊𝒎 

(cm²/g) 

𝝁𝑿𝑪𝑶𝑴 

(cm²/g) 

Relative 

error 

𝝈𝝁𝒔𝒊𝒎

𝝁𝒔𝒊𝒎
 

Time 

(min) 

Am 59 2676 2205 0.19394 0.20660 6.1% 15% 10.2 

Ba-1 81 4131 3450 0.18047 0.18290 1.3% 13% 10.2 

Ba-2 356 1057 941 0.11646 0.11110 4.8% 39% 12.4 

Cs 662 408 368 0.10337 0.08574 20.6% 70% 13.6 
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Table 4: Mass attenuation coefficients for Seawater with isotropic source and both collimators 

 

Source Energy 

(keV) 

I0 I 𝝁𝒔𝒊𝒎 

(cm²/g) 

𝝁𝑿𝑪𝑶𝑴 

(cm²/g) 

Relative 

error 

𝝈𝝁𝒔𝒊𝒎

𝝁𝒔𝒊𝒎
 

Time 

(min) 

Am 59 2676 2197 0.19273 0.21220 9.2% 10% 10.1 

Ba-1 81 4131 3469 0.17067 0.18470 7.6% 10% 10.2 

Ba-2 356 1057 947 0.10738 0.11070 3.0% 12% 12.4 

Cs 662 408 368 0.10083 0.08536 18.1% 14% 13.6 

 

 

In the second geometry, without the actual collimator at the source, the results shown in Tables 

5, 6 and 7 were closer to the XCOM values, showing it is possible to replace the source collimator 

for a virtual collimation of the source to obtain have values with small errors and close to the expected 

values. 

The simulation time was approximately twice the first case, 6h 27min. However, the number of 

photons reaching the detector increased 3 orders of magnitude, while the relative errors decreased by 

half and relative propagated errors by 2 orders of magnitude. 

 

 

Table 5:  Mass attenuation coefficients for Al with virtual collimation of the source 

 

Source Energy 

(keV) 

I0 (103) I (103) 𝝁𝒔𝒊𝒎 

(cm²/g) 

𝝁𝑿𝑪𝑶𝑴 

(cm²/g) 

Relative 

error 

𝝈𝝁𝒔𝒊𝒎

𝝁𝒔𝒊𝒎
 

Time 

(min) 

Am 59 1335.8 628.3 0.27947 0.28080 0.5% 0.1% 17.0 

Ba-1 81 2028.3 1187.4 0.19840 0.19960 0.6% 0.1% 19.1 

Ba-2 356 512.5 394.8 0.09668 0.09730 0.6% 0.2% 26.3 

Cs 662 178.9 146.4 0.07418 0.07466 0.6% 0.4% 28.5 
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Table 6:  Mass attenuation coefficients for H2O with virtual collimation of the source 

 

Source Energy 

(keV) 

I0 (103) I (103) 𝝁𝒔𝒊𝒎 

(cm²/g) 

𝝁𝑿𝑪𝑶𝑴 

(cm²/g) 

Relative 

error 

𝝈𝝁𝒔𝒊𝒎

𝝁𝒔𝒊𝒎
 

Time 

(min) 

Am 59 1335.8 1088.3 0.20534 0.20660 0.6% 0.2% 19.4 

Ba-1 81 2028.3 1691.8 0.18176 0.18290 0.6% 0.1% 19.8 

Ba-2 356 512.5 458.9 0.11061 0.11110 0.4% 0.4% 26.4 

Cs 662 178.9 164.3 0.08535 0.08574 0.5% 0.8% 28.7 

 

 

Table 7:  Mass attenuation coefficients for Seawater with virtual collimation of the source 

 

Source Energy 

(keV) 

I0 (103) I (103) 𝝁𝒔𝒊𝒎 

(cm²/g) 

𝝁𝑿𝑪𝑶𝑴 

(cm²/g) 

Relative 

error 

𝝈𝝁𝒔𝒊𝒎

𝝁𝒔𝒊𝒎
 

Time 

(min) 

Am 59 1335.8 1082.7 0.20529 0.21220 3.3% 0.2% 19.7 

Ba-1 81 2028.3 1700.4 0.17230 0.18470 6.7% 0.1% 20.4 

Ba-2 356 512.5 462.5 0.10026 0.11070 9.4% 0.4% 26.8 

Cs 662 178.9 165.3 0.07719 0.08536 9.6% 0.9% 29.2 

 

 Although the statistical errors (𝜎𝜇𝑠𝑖𝑚) for seawater are low, the relative errors are still larger 

than for other materials. This can be explained by the fact that the values generated by XCOM for 

mixtures are also an estimation of the mass attenuation coefficients, and not their true value. The 

results are summarized in Table 8. In principle, the simulation time could still be decreased for the 

second model, and still have lower errors than the first model. 

Given that more time spent in the simulation should turn into less errors (better estimates), 

one can think of a simulation score where the combination of these two quantities is ideally zero, as 

in Simulation time × Relative error. Higher energy photons (356 keV and 662 keV) interact less with 

the samples, resulting in poor simulation statistics. Seawater is a study case for which XCOM can 

only deliver an estimate for the mass attenuation coefficient. These cases caused the standard error 

of the average quantities shown in Table 8 to increase. With these considerations, one can only say 

that the RPE score is better for the second geometry. 
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Table 8:  Results summary 

 

Geometry No. of 

Events 

Average 

simulation 

time (min) 

Average 

relative 

error 

Average 

RPE 

RE 

score 

RPE 

score 

 

Two collimators 

and isotropic 

source 

108 11.9 ± 1.6 7.6 ± 6.0 28 ± 23 90 ± 42 330 ± 160 

 

Detector 

collimator and 

virtual source 

collimation 

108 24.2 ± 4.9 2.8 ± 3.6 
0.32 ± 

0.29 
68 ± 51 7.7 ± 4.2 

 

 

 CONCLUSION 

 

Two geometries were developed, based on a standard experiment to measure the mass attenuation 

coefficient, and simulated with different sources and materials. The first geometry is closer to a real 

measurement setup, in the sense that the source is isotropic and a piece of lead is used to collimate 

the source. However, this model is not efficient in simulations with the Monte Carlo method. At least 

half of the generated particles are lost, as their initial direction is opposite the detector. Most particles 

of the other half are absorbed by the detector's collimator. Therefore, very few particles interact with 

the sample and reach the detector. 

The second geometry was designed to optimize the time spent in the simulation by reducing 

statistical errors. The detector's collimator was replaced by a virtual collimation, a cone that bounds 

the emission direction of the particles. In this case, almost all particles interact with the sample first 

and then reach the detector. Consequently, for the same number of events, Monte Carlo simulations 

for the second geometry lasted about twice the time for the first geometry. However, the mass 

attenuation coefficients were closer to the XCOM reference values, and the simulation errors 

decreased by two orders of magnitude. 
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Ideally, one should compare two models for given a target simulation time or a target precision. 

However, in this study, simulation scores were calculated for the two geometries and the second one 

has a better value for the RPE score, which relates to the precision of the mass attenuation coefficient 

estimate using the Monte Carlo method. For the second geometry, except for seawater, all coefficients 

are less than 1% different from those obtained with XCOM. The measurement and estimation of mass 

attenuation coefficients for seawater is being investigated by our group and will be the subject of 

future publications. 

We conclude that the best geometry is when virtual collimation is used for the source, saving 

computational time, which is quite relevant in cases of geometries with more complex materials. This 

study was developed to assist in choosing the best geometry for future projects, seeking computational 

optimization, without losing the characteristics of an experiment. 
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