Monitoring internal contamination fromOccupationally Exposed Workers of an $^{18}$F-FDG production plant: Whole Body Counter or Head Counting setup?
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ABSTRACT

The production $^{18}$F-FDG for positron emission tomography (PET) has consistently increased over the past two decades. The risk of internal contamination at $^{18}$F-FDG production facilities exists. A setup for evaluation of the $^{18}$F-FDG activity incorporated into the occupationally exposed workers brain, called Head Counting System (HCS), was presented in previous works. In this study, the whole body counter setup (WBC) was evaluated for monitoring $^{18}$F incorporations. The Monte Carlo Virtual Software (VMC in-vivo) and the MCNPx code were used to assess the system calibration coefficient (CC). Three $^{18}$F distributions were simulated: i) uniformly distributed in soft tissue (UDST); ii) Na$^{18}$F biodistribution (NAFB); and iii) $^{18}$F-FDG biodistribution (FDGB). The calibration coefficient of WBC was compared to the current head counting system CC under the same biodistribution conditions. The ICRP male reference voxelized phantom was used in the simulations. The results showed that the WBC setup was more efficient than the head counter for all the studied $^{18}$F distributions: UDST = 1060 %, FDGB = 488 % and NAFB = 340 %. Despite this, especially for $^{18}$F-FDG, the possibility of bladder voiding before measurement can lead to considerable uncertainties when the WBC setup is used. On the other hand, bladder activity does not show great influence the calibration coefficient of the head counting system. Future work will evaluate the WBC sources of uncertainties in the measurement of $^{18}$F incorporated activity.
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1. INTRODUCTION

The production of PET radiopharmaceuticals has increased considerably in recent years [1]. The most widely used PET radiopharmaceutical in the world continues to be fludeoxyglucose F 18 (18F-FDG) [2]. Images with 18F-FDG have been used in the diagnosis, staging, prognosis and evaluation of therapeutic efficacy for several types of cancer [2].

Despite the increased risk of internal contamination, due to the intensification and dissemination of 18F-FDG production, few studies have addressed this issue [1], [3]–[6]. Typically, 18F-FDG synthesis take place in sealed hot cells and it is highly automated. Nevertheless, internal contaminations of the occupationally exposed workers (OEW) during production processes have already been reported [1], [5]. The possible contaminants in 18F-FDG synthesis are fluoride ions (18F), fluoromethane (CH318F) [1] and 18F-FDG itself [5]. The first two can lead to internal contamination by inhalation [1] and the last one by ingestion or inhalation [5].

In vitro and in vivo monitoring techniques can be used to estimate radioactive intakes from 18F-FDG synthesis [3], [6]. Environmental air monitoring can also provide good estimates of the incorporated activity [3]. Oliveira et al., (2012) developed an in vivo setup for the quantification of 18F-FDG uptakes based on the measurement of the activity accumulated in the brain [5]. It was called Head Counting System (HCS) On the other hand, Calandrino et al., (2009) chose Whole Body Counters (WBC), lung counters and in vitro techniques to estimate the incorporated activity from 18F-FDG synthesis contaminants [3].

The aim of this work was to evaluate if WBC is more effective than HCS to detect and quantify internal contaminations from 18F-FDG production. Simulations using the Monte Carlo MCNPx and Monte Carlo Virtual Software (VMC in-vivo) codes were performed for this purpose.

2. MATERIALS AND METHODS

The Monte Carlo codes, MCNPx, version 2.7.0, [7] and VMC in-vivo, compiled 02/02/2016, [8]–[10] were used to simulate two counting geometries. The whole body counter geometry uses an 8” x 4” NaI(Tl) detector positioned between the thorax and the abdomen, as can be seen in Figure 1.
A 3” x 3” NaI(Tl) detector was positioned facing the top of the head for the Head Counting System (HCS) geometry (Figure 1). The details of the MCNPx simulations of 3” x 3” NaI(Tl) detector are shown in Figure 2. The 8” x 4” detector was simulated with the same components except the MgO reflector. The dimensions were set according its size. The Phantoms and the detectors were positioned inside an air sphere with 250 cm radius.

**Figure 1:** Counting geometries evaluated. The WBC uses an 8” x 4” NaI (Tl) detector and the HCS uses a 3” x 3” NaI (Tl) detector. A) MCNPx plot mode of the simulation geometry. B) Adapted picture showing the VMC geometries. C) Details of the simulation of 3” x 3” NaI(Tl) detector.

In MCNPx simulations, the following structures were represented in the NaI(Tl) detectors: NaI(Tl) crystal, aluminum wall, aluminum window, MgO reflector and photomultiplier tube (PMT) glass window. The composition of the detector materials and dimensions were based in literature data and in the equipment manuals [15, 16]. Elemental composition, in weight percentage (w%),
and density (g.cm$^3$) of the detector structures are shown in Table 1. VMC in-vivo simulations used the <IRD 8" x 4".txt> and <3 x 3 IRD NaI.txt> detector files.

**Figure 2:** Picture detailing the simulation of 3” x 3” NaI(Tl) detector structures. The NaI(Tl) crystal, Magnesium oxide reflector, Aluminum wall and window and the photomultiplier tube window can be observed.

![Diagram of NaI(Tl) detector structure](source: Author’s archive)

**Table 1:** Elemental composition (w%) and density (g.cm$^3$) of the NaI(Tl) detector structures according to the literature [15, 16].

<table>
<thead>
<tr>
<th>Element</th>
<th>Elemental composition of the Detector components (w%)</th>
<th>( \rho ) (g.cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NaI Crystal</td>
<td>Aluminum Wall and window</td>
</tr>
<tr>
<td>O</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Na</td>
<td>15.34</td>
<td>-</td>
</tr>
<tr>
<td>Mg</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Al</td>
<td>-</td>
<td>100</td>
</tr>
<tr>
<td>Si</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>I</td>
<td>84.66</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>3.667</td>
<td>2.7</td>
</tr>
</tbody>
</table>
The ICRP reference male voxelized phantom, RCP_AM, was used in the simulations [11]. This is an adult male reference phantom with 176 cm height and 73 kg. The voxels dimensions are (2.137 x 2.137 x 8.0 mm$^3$) and the matrix is (256 x 129 x 224) voxels. Tissue compositions and densities were also based in ICRP 110 publication [11]. Three types of biodistribution of the $^{18}$F radioisotope were simulated in MCNPx: i) uniformly distributed in soft tissue (UDST); ii) Na$^{18}$F biodistribution (NAFB); and iii) $^{18}$F-FDG biodistribution (FDGB). The representation of the three biodistributions proposed are shown in Figure 3.

**Figure 3:** Representation of the three biodistributions proposed in this study. A) Na$^{18}$F biodistribution (NAFB). B) $^{18}$F-FDG biodistribution (FDGB). C) Fluoromethane (CH$_3$$^{18}$F) uniformly distributed in soft tissue (UDST).

As the fluoromethane (CH$_3$$^{18}$F) biodistribution was not found in literature, it was considered uniformly distributed in the soft tissues of the body. ICRP 128 present current information about
biokinetic data for major radiopharmaceuticals [12]. The fluoride ions \(^{18}\text{F}\) biodistribution reflected the Na\(^{18}\text{F}\) radiopharmaceutical biodistribution found in ICRP 128 [12]. \(^{18}\text{F}\)-FDG distribution on the body tissues was also found in ICRP 128 [12]. The radiopharmaceuticals biodistribution data were based in intravenous injection so they are valid for inhalation and ingestion only if the bioabsorption is very fast. Data from Calandrino et al., (2009) suggests that this assumption is true for fluoride ions [3]. However, data about \(^{18}\text{F}\)-FDG bioabsorption in the lung or in the gastrointestinal tract were not found. Only \(^{18}\text{F}\) uniformly distributed in soft tissue (UDST) was simulated with VMC in-vivo because that is the only biodistribution pattern direct available. The obtaining calibration coefficients for the other biodistribution patterns involving different uptake in organs (NAFB or FDGB) is not impossible with VMC in-vivo, but requires more refined calculations or code changes, which is not the objective of using VMC in this work.

Positron sources distributed in the organs'regions determined by biodistribution data were simulated. ICRP publication 133 recommendations were taken in to account for particle emissions from source organs [13]. Energy \textit{versus} probability table for \(^{18}\text{F}\) positron emissions was provided by the DECDATA® software [14]. The cutoff energy for photons and electrons was 1 keV (default). Secondary particle transport was taken into account (mode \texttt{p e}). Energy distribution of the photon pulses occurring in the sensitive volumes of NaI(Tl) detectors was assessed with tally F8:p [7]. The pulses were tallied in energy bins, incremented by 1.0 keV (0-2000 keV). The number of positrons stories followed (NPS) was set to 1.0E+07 for MCNPx and VMC in-vivo simulations. 120 cores of the cluster Orion of the Laboratório de Metrologia de Nêutrons on Instituto de Radioproteção e Dosimetria (LN/IRD), with 37 AMD Phenom(tm) II X6 1100T processors, 16 GB de memory each, were used for MCNPx simulations. VMC in-vivo simulations were made in a PC with an Intel® Core™ i7-5500U, 2.4 GHz CPU and 8 GB memory.

The Calibration Coefficient (CPS·Bq\(^{-1}\)) was calculated from MCNPx simulations according to equation 1, as follows:

\[
CC = 0.9673 \cdot \text{PPPos}
\]  

where 0.9673 is the number of positrons emitted per \(^{18}\text{F}\) decay [14], PPPos is the number of 511 keV photon pulses in the sensible volumes of NaI(Tl) detectors per positron emitted from the source.
VMC in-vivo is easier to use and was designed to simulate counting systems geometry, thus it present the Calibration Coefficient value directly and no further calculation is required.

3. RESULTS AND DISCUSSION

The computational times for cases simulated on the MCNPx, ranged from 2 to 6 hours per case. The relative errors at 511 keV peaks were less than 1%. The energy spectra per positron emitted on the source for WBC and HCS geometry and considering the $^{18}$F uniformly distributed in the soft tissues are shown in Figure 4. The photopeak can be identified in 511 keV, the Compton edge in 340 keV, and the backscatter peak in 170 keV. The iodine escape peak can also be observed at 482 keV. Still in Figure 4, it can be noted that, mainly for the energy range below the photopeak, the points are more dispersed in the curve referring to the head counter than for the whole body counter one. This occurs because of the worse statistics for the energy bins of HCS geometry. Since the same number of particles histories were followed for the two geometries studied, this indicates that WBC geometry is more efficient. To reduce the relative error of the channels below the photopeak of the HCS geometry, a simple solution, but computationally costly, would be to increase the NPS to 1.5E+08. This should result in relative errors of the same order of magnitude as those obtained for the WBC geometry. However, the focus of this work is to evaluate the efficiency of photopeak and the relative errors in this energy bin are sufficiently low (< 1%).

The results of the calibration coefficients obtained using MCNPx and VMC in-vivo, for the different biodistribution conditions and geometries were presented in Table 2. It was observed a good correlation between MCNPx and VMC in-vivo results. The counting efficiency was higher for the whole body counter than for the head counter in all biodistribution conditions. The higher percent ratio between WBC/HCS calibration coefficients was observed for UDST biodistribution (>1000% for MCNPx and VMC in-vivo). Even for the lower percent ratio, for the NAFB biodistribution, the WBC geometry was three times more efficient. It should be noted that the detector used in WBC geometry is larger than the one used in HCS geometry. Since the same number of particles was simulated for the two different geometries, the most efficient geometry
(WBC) should present better counting statistics, i.e., smaller relative errors and standard deviations. HCS geometry using an 8” x 4” NaI(Tl) detector should be evaluated in the future.

**Figure 4:** MCNPx energy distribution of the photon pulses occurring in the sensitive volumes of NaI(Tl) detectors considering the WBC geometry (orange) and the HCS geometry (blue), for $^{18}$F uniformly distributed in the soft tissues. The 511 keV photopeak (PP), the iodine scape peak (EP), the Compton edge (CE) and the backscattered peak (BSP) can be located in the spectrum.

The counting efficiency is an important factor to be considered when choosing a counting geometry to *in vivo* monitoring of internal contaminations. However, it is not the only one. For example, in the cases of $^{18}$F-FDG and Na$^{18}$F, the bladder is the organ where the highest number of decays occur [12]. In another work not published yet, we found that the calibration factors for decays occurring only in urinary bladder are 3.50E-03 ± 0.06E-03 Cps.Bq$^{-1}$ for the WBC and 2E-06 ± 1E-06 Cps.Bq$^{-1}$ for the HCS. Taking in to account the biodistribution data from ICRP 128 [12],
i.e., 10.4% and 14.5% of the decays occur in the bladder for $^{18}\text{F}$-FDG and Na$^{18}\text{F}$ respectively, the difference in calibration factors if the bladder is empty should be -4.4 % for $^{18}\text{F}$-FDG and -9.4 % for Na$^{18}\text{F}$ for the WBC geometry. These values are -0.1 % for $^{18}\text{F}$-FDG and -0.2 % for Na$^{18}\text{F}$ for the HCS geometry. Considering that ICRP 128 data provide mean values, the percentage of the decays in urinary bladder could vary considerably as a function of time. In this way the differences in CC should be higher than ones previous mentioned. Thus, if the bladder is empty just before the in vivo monitoring, the efficiency may fall and underestimations could occur. Emptying of the bladder introduces smaller uncertainties for the head counter geometry. In this way, the simultaneous use of WBC an HCS geometry should be very useful, taking benefits of the best characteristics of both systems.

### Table 2: Calibration coefficients for the different biodistribution conditions and geometries, obtained using MCNP and VMC in-vivo.

<table>
<thead>
<tr>
<th>Biodistribution / MC Code</th>
<th>Head Counter (HCS)</th>
<th>Whole Body Counter (WBC)</th>
<th>% Ratio WBC/HCS$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CC$^a$ (CPS.Bq$^{-1}$)</td>
<td>SD$^b$ (CPS.Bq$^{-1}$)</td>
<td>CC$^a$ (CPS.Bq$^{-1}$)</td>
</tr>
<tr>
<td>FDGB / MCNPx</td>
<td>1.786E-03</td>
<td>1.322E-05</td>
<td>8.710E-03</td>
</tr>
<tr>
<td>NAFB / MCNPx</td>
<td>1.745E-03</td>
<td>1.291E-05</td>
<td>5.939E-03</td>
</tr>
<tr>
<td>UDST / MCNPx</td>
<td>7.969E-04</td>
<td>8.765E-06</td>
<td>8.445E-03</td>
</tr>
<tr>
<td>UDST / VMC in-vivo</td>
<td>7.937E-04</td>
<td>9.76E-06</td>
<td>8.340E-03</td>
</tr>
</tbody>
</table>

$^a$ - CC = Calibration coefficients; $^b$ - SD = Standard deviation (SD = Mean value · Relative Error); $^c$ - % Ratio WBC/HCS = (CC$_{WBC}$ / CC$_{HCS}$) · 100.

Another option would be to request the OEW to empty the bladder prior to in vivo monitoring. In this case, the CC without bladder activity should be obtained and the uncertainties would decrease, especially in the case of the WBC geometry. However, a decrease of 4% to 10% (or even higher) in counting efficiency would also be expected depending on the biodistribution of $^{18}\text{F}$. 

4. CONCLUSION

The simulations performed were very useful to evaluate two counting geometries for in vivo monitoring of possible internal contaminations in an $^{18}$F-FDG production plant.

Results from VMC in-vivo simulations showed good correlation with MCNP results, proving one more time the usefulness of this free MC code.

Whenever possible, the WBC and the HCS geometries should be used simultaneously for OEW contamination monitoring, since the first has higher counting efficiency and the second is less sensible to urinary bladder voiding uncertainties. If only WBC geometry is available, the empty the bladder procedure should be adopted prior the monitoring.
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